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Abstract—Detecting the early stages of melanoma can be
greatly assisted by an accurate estimate of subsurface blood
volume and blood oxygen saturation, indicative of angiogenesis.
Visualization of this blood volume present beneath a skin lesion
can be achieved through transillumination of the skin. As the
absorption of major chromophores in the skin is wavelength
dependent, multispectral imaging can provide the needed infor-
mation to separate out relative amounts of each chromophore.
However, a critical challenge to this strategy is relating the pixel
intensities observed in a given image to the wavelength dependent
total absorption existing at each spatial location. Consequently,
in this paper we develop an extension to Beer’s law, estimated
through a novel voxel-based, parallel processing Monte Carlo
simulation of light propagation in skin which takes into account
the specific geometry of our transillumination imaging apparatus.
We then use this relation in a linear mixing model, solved using a
multispectral image set, for chromophore separation and oxygen
saturation estimation of an absorbing object located at a given
depth within the medium. Validation is performed through Monte
Carlo simulation, as well as by imaging on a skin phantom.
Results show that subsurface oxygen saturation can be reasonably
estimated with good implications for the reconstruction of 3D skin
lesion volumes using transillumination towards early detection of
malignancy.
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I. INTRODUCTION

KIN cancer is the most common form of malignancy, but
Sthe survival rate is very high if the cancer is detected,
diagnosed, and treated early. To assist in this early detection,
a hand held imaging device known as the Nevoscope [1]
utilizes the principles of optical imaging and transillumination
to better observe the subsurface structure of a skin lesion, such
as the depth of the lesion and the blood volume surrounding
the lesion. This device directs light into the skin at a 45
degree angle through a fiber optic ring placed directly against
the skin surface. Light diffuses through the skin tissue, and
photons which scatter back through the lesion up to the
surface are captured by a charge-coupled device (CCD) image
sensor attached to the Nevoscope (see Fig. 1). Since surface
illumination is also blocked, the geometry of this illumination
device essentially creates a virtual light source behind the skin
lesion, thus providing a transilluminated image which contains
important subsurface features for the early detection of skin
cancer. By filtering the light source, a multispectral image
set of the lesion can also be obtained, providing additional
information which can be exploited for analysis [2].
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One challenge associated with this method of imaging skin
lesions is accurately measuring the concentration of subsurface
skin features from the 2D images. The pixel intensity seen
in a certain pixel location in an image depends on the
concentration, mixture, and depth of the main subsurface chro-
mophores in skin. Concentration mixture is represented by the
overall absorption coefficient, from which the concentration
of individual chromophores can be separated by multispectral
imaging [3]. The absorption of main chromophores in the
skin (oxyhemoglobin (HbO), deoxyhemoglobin (Hb), and
melanin) varies depending on wavelength (see Fig. 2). Thus,
by comparing the localized absorption difference between two
or more wavelengths, it is possible to obtain a measure of
how much spectral distortion is caused by blood and melanin
absorption. Of course, because of the diffusive nature of light
in tissue, the actual absorption coefficient at specific locations
within the volume is difficult to obtain. A precise quantitative
result is further confounded by scattering and the photon path
of Nevoscope illumination.

Hence, as a step toward estimating the spatially dependent
total absorption for multispectral chromophore separation,
in this paper we present an extension to Beer’s law for
light transmission through an object in a medium, which
is tailored to the geometry of the Nevoscope device and is
valid for objects located at a given depth within the medium
(a preliminary version of which has appeared in [4]). The
extension is developed by use of a novel voxel-based, parallel
processing Monte Carlo simulation of light propagation from
the Nevoscope ring through the skin. First, we discuss the
development and improvements related to our simulation.
Then, we use the adjusted Beer’s law equation, along with
the multispectral imaging set and a linear mixing model,
to estimate the relative concentration of oxyhemoglobin and
deoxyhemoglobin in an object embedded in the skin, first
using simulated images and later using real images with the
Nevoscope and a skin phantom.

II. MONTE CARLO SIMULATION

Monte Carlo simulation is a statistical technique for simu-
lating random processes, and has been applied to light-tissue
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Fig. 2. Absorption spectra of Melanin, Hb, and HbO2 [5], [6].

interactions under a wide variety of situations [7]-[12]. The
basic idea of a Monte Carlo simulation for light transport
in tissue is to mathematically propagate one photon at a
time through a virtual environment. This photon is subjected
to absorption and scattering events, which depend on the
optical properties of the photon’s location, tissue boundary
interactions, and also a measure of randomness. When a
large number of these photons are simulated, the stochastic
nature of each individual photon’s path averages out to a
good approximation of light transport and diffusion through
the entire tissue. For further information about Monte Carlo
simulation for light transport in tissue, the reader is directed
to [13], [14].

The most commonly simulated tissue models used in Monte
Carlo simulations assume tissues to be layered structures with
homogeneous properties within each layer [9], [10]. Although
these models are simple and easy to implement, real tissues are
geometrically more complex and consist of non-homogeneous
layers. Instead, a voxel-based approach [11] represents an
object as a set of discrete volume elements known as voxels,
analogous to pixels in a 2D image. The accuracy with which
irregular boundaries can be described using the voxel-based
approach depends on the number and resolution of the voxels.
This approach has been successfully used to simulate skin
tissue transillumination by the Nevoscope [15].

While there are many advantages to Monte Carlo simula-
tion, one drawback is that it is computationally expensive.
Since the method simulates the path of each photon individ-
ually, the time for computation is directly proportional to the
number of photons simulated. Furthermore, since the method
is stochastic in nature, a large number of photons is always
desired as this increases the signal-to-noise ratio and accuracy
of the resulting simulated images. A number of techniques
have been implemented to speed up the Monte Carlo simula-
tion and reduce redundant computation [16], including running
a Monte Carlo simulation once in absorption-less tissue and
then applying the absorption effects afterward to approximate
the results on a volume with absorption, or by detecting
backscattered light in one slice of a ring, and then rotating
the results to all other angular slices [15], [17]. However, such
modifications can be cumbersome, more difficult to deal with
post-simulation, and even less accurate. Fortunately, the speed
of processing has increased as time has passed, and lately, the

huge benefit of parallel processing has mitigated the need for
anything but a straightforward implementation of the Monte
Carlo simulation in tissue.

In this work, a graphics processing unit (GPU) with
NVIDIA’s Compute Unified Device Architecture (CUDA) is
used for the Monte Carlo simulation of photon transport
within tissue. This problem lends itself very well to massively
parallel computation as it requires millions or even billions
of simulated photons, each of which run through the same
general steps and are independent of each other. Essentially,
each photon is represented by a single thread on the GPU.
Thus, instead of simulating one photon after another on a serial
CPU, hundreds of threads can be created on the GPU, thereby
simulating hundreds of photons at the same time. The number
of simulated photons can thus be easily scaled into the tens
and hundreds of millions of photons, or even billions.

The MCML (Monte Carlo for Multi-Layered media) pro-
gram is one example of serial photon simulation [9]. This
popular program has been used extensively to model light
transport in multilayered tissue by a number of researchers
over the years. More recently, an implementation of MCML
was released, known as CUDAMCML, which makes use of
the CUDA environment on a GPU to speed up the MCML
algorithm nearly 1000 times [18]. This speed improvement is
certainly noteworthy, since a simulation which might take over
a day to simulate with MCML might only take a few minutes
or less with CUDAMCML. The CUDAMCML program is
no different in functionality than MCML, both simulate a
multilayered tissue with results given in polar coordinates by
cylindrical volumes and pie shaped detectors.

In this work, the CUDAMCML program has been modified
to provide additional functionality while still retaining the
speed improvement inherent from using the GPU for pro-
cessing. The first improvement made is to use a square grid
detector rather than a pie shaped detector. This pixel-based
orientation likens itself more readily to comparison with a
camera CCD and is easier to visualize. Similarly, the energy
distribution volume of the tissue is obtained through a voxel
grid with XY Z coordinates rather than a cylindrical polar
grid in RAZ coordinates. Another notable difference in the
presented implementation is that the tissue is constructed with
a voxel-based geometry where each voxel may be assigned
a different set of optical properties, rather than a layered
geometry with homogenous layers as done in MCML and
CUDAMCML. A voxel-based model allows for a much wider
variety of possible tissue models and representations of com-
plex objects embedded in the tissue. Furthermore, the specific
Nevoscope geometry was defined within the simulation for
use along with the parallel architecture. The improvements
made to CUDAMCML provide greater flexibility in modeling
and simulating the Nevoscope while still retaining the GPU-
based speed improvements compared to the original MCML
program.

A. Farallel Nevoscope Monte Carlo Simulation

The life of a single simulated photon begins at its launch.
The most straightforward way to simulate the photon launch



is through a single point light source infinitely narrow in
dimension. This essentially results in the impulse response of
the system. However, in reality a light source always has some
specific dimension, and thus for a more accurate simulation,
the area of this source beam must be taken into account. To
do so, some have used the convolution method for symmetric
tissue volumes, which assumes the system to be linear and
invariant [16]. The response of the system to the point source
is convolved over the actual area of the light source to produce
the final result. This reduces the number of photons needed for
simulation. However, convolution cannot be used for irregular
volumes, and with the ability for parallel computing on a
graphics card, the number of photons is less of a limitation.
As a result, the simplest method of simulating a light source
of a given area or shape is to simply randomly distribute
the initial location of each photon equally over the necessary
area. Thus, to simulate the Nevoscope light source evenly
distributed within a ring with inner radius 7; and outer radius
ro, independent uniform random numbers &; and &; on the
open interval (0, 1) are generated to find the initial random z
and y coordinates of a photon:

\/mcos (27w&s)
y = \/msin@ﬂ'&) (1)

The Nevoscope is a ring light source with a ring thickness of
1 mm. Additionally, the optical fibers within the Nevoscope
head are oriented at a 45° polar angle downwards towards
the center of the ring, and so the direction vector of a new
photon must be adjusted accordingly depending on its initial
azimuthal angle used in (1) with respect to the ring center, by:

dr = —V/2/2-cos(2n&y)
dy = —v2/2-sin(27&) 2)
dz = V2/2

where dz, dy, and dz are the z, y, and z components of the
photon direction vector, respectively. The direction vector is
normalized such that /dx? + dy? + dz? = 1.

As previously mentioned, implementation of this Monte
Carlo simulation was done using the NVIDIA CUDA software
development kit which defines the interface to execute code on
an NVIDIA graphics card. Support for a multi-GPU setup was
also implemented, using an NVIDIA GeForce GTX 560 Ti and
9800 GT, for a speedup of over 20%. Upon initialization of the
Monte Carlo code, the total number of photons desired to be
simulated was divided between the two graphics cards: 77.5%
was assigned to the GTX 560 Ti, while 22.5% was assigned to
the 9800 GT. The difference balances out the speed differences
between the two cards, and allows both GPUs to finish
simulation at approximately the same time, thus maximizing
the efficiency. In this way, over one billion photons can be
simulated in 102 seconds, demonstrating a speedup of over
3000x compared to our previous implementation executing
serially on a conventional processor.

Tr =

III. LINEAR MIXING MODEL

Given such an improvement in speed with the voxel-based
parallel processing Monte Carlo simulation, it was desired to

use this simulation to develop and test a methodology for
the unmixing of chromophore concentrations and distributions
in skin. To describe the effects of chromophore distribution
on backscattered light, diffusion theory has often been used
as an approximation of the radiative transport equations to
model light propagation in tissue [7], [19]. Solutions to the
diffusion equation generally show an exponential attenuation
of light in a medium for a given depth, with the wavelength
dependent absorption and scattering coefficients as o (\)
and ps(A). To simplify, a minimum penetration depth level
is assumed among all selected wavelengths for ratiometric
chromophore analysis, and j4 is assumed to be constant over
the selected spectral bandwidth. Considering these constraints,
for a specific wavelength ), the total amount of absorption seen
at the skin surface, or, the diffused light remittance intensity
tq () at a particular pixel, is related to the absorption of each
chromophore present in the medium at that particular pixel.
Although the spatial dependence of the absorption coefficients
cannot be exactly known because of the depth-dependent
diffuse nature of light propagation and heterogeneity of skin
tissue, these absorptions are assumed to be linearly combined
for imaging. Since the major chromophores in the skin are
melanin, HbO5, and Hb, the total absorption is a function
of the unknown amount of melanin [Mel], oxyhemoglobin
[HbO-], and deoxyhemoglobin [Hb]:

fra(N) = [Mel] M (X)) + [HbO2] P02 (X)) + [Hb) P (N) (3)

a

where pMel(\), pfPOz()), and pfP()\) are the wavelength
dependent absorption coefficients of melanin, HbO5, and Hb.
With three unknowns, three equations, or three images taken
at different wavelengths, are needed to estimate the amounts
of each chromophore. Given the absorption coefficients of
melanin, HbO,, and Hb, the linear system defined by the three
equations can be used to estimate [Mel], [HbO], and [Hb]
present under the area imaged by the pixel.

The [HbO-] estimate itself relates to how much spectral
absorption is caused by HbOs, and therefore, is a measure
of blood oxygen content. Another method of visualization
is to compute a ratiometric measurement defining the blood
oxygen saturation, [SOs], relative to the total amount of blood.
Total blood is simply [HbO2]+[Hb], therefore the normalized
ratiometric measurement of percent oxygen saturation in the
blood is:

[HbO,]

[HbO,] + [Hb]

The aforementioned equations are evaluated pixel-by-pixel,
resulting in 2D solutions for [Mel], [HbO-], [Hb], and [SO-].
Hence, the linear assumption is made on a pixel-by-pixel basis,
which allows for inhomogeneously distributed chromophores
in the z-y plane. Inhomogeneity can still be present along the
z-axis, however at present we assume a homogenous mixture
which is visible from images of the skin surface.

SOy] = @)

IV. PIXEL INTENSITY TO ABSORPTION COEFFICIENT
RELATION

In the linear mixing model of (3), the overall absorption
ta(A) at a particular pixel in the transilluminated images is



assumed to be a linear combination of the amounts of each
chromophore modified by the absorption coefficient of that
chromophore. However, the question remains as to how the
overall absorption is related to the observed pixel intensity in
the image. This problem is a case of light transmission through
an absorbing chromophore object, so an initial approximation
can be made using the Beer—Lambert law, although for illu-
mination using the Nevoscope geometry, this approximation
will need to be improved.

A. Beer’s Law

As light propagates through a turbid medium such as the
skin, the intensity of light decreases due to absorption and
scattering interactions with the medium. The extent of these
interactions are characterized by the absorption and scattering
coefficients, 1, and ps. At the simplest level, p, is related to
a change in light intensity by the Beer—Lambert law (or Beer’s
law for short), which states that for light transmitted through
a medium over a path length of ¢,

I/Iy = e Hat (5)

where the incident light intensity is Iy, and the transmitted
light intensity is 1.

Because Beer’s law only takes into account attenuated
effects of absorption, not scattering, many attempts have been
made to introduce and quantify the scattering corrections
needed for Beer’s law [20]-[23]. Such corrections can be
mathematically complex, through reliance on solutions to the
radiative transfer equation or other modeling. Others only ac-
count for scattering effects on straight laser-like transmission,
but do not propose solutions for light which is back-scattered
[22], [23]. For highly scattering media, such as biological
tissue, the diffusion equation is often used as an approximation
of the radiative transport equation, where the dominant term in
its solution for a semi-infinite slab is approximated by [24]-
[26]:

B(l) ~ C - e Hert (6)

where ®(¢) is the fluence rate, C' is a constant and

thett = \/3tialpta + (1 — g)ps] if pa < pus (7)

Consequently, an approximate scattering-corrected equation
to Beer’s Law may be written as:

I/Iy = e Hent (8)

In the Nevoscope geometry for skin lesion imaging, the
angled fiber optic ring emits light directly into the skin tissue
which allows the back-scattered light alone to be imaged.
Therefore, in (5) and (8), the light intensity [ is the intensity
value which is directly read by a CCD detector, and can thus
be likened to the image pixel value at each pixel location.
Similarly, the incident light intensity /o may be represented by
the intensity of the same pixel in an image of skin background,
or, the transilluminated light without any lesion absorption
interference. In practice, a background image would be ac-
quired on the patient on a nearby patch of skin, right next
to the lesion. By normalizing with respect to this background,
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Fig. 3. Rectangular tube of depth £ embedded in a voxel grid volume.

melanin absorption due to the patient’s skin color is effectively
canceled out which eliminates this potential variable from
analysis. Thus in the normalized image defined by /I, any
additional melanin or blood due to the lesion itself will be
visible as dark regions (I /Iy<1), whereas the skin surrounding
the lesion will have I/l approximately equal to 1. In this
simplified model, ¢ represents the depth of a homogenous
absorbing object adjacent to the skin surface. Furthermore,
since the model is a pixelated image-based representation, the
relevant equation variables I, Iy, ji,, and £ are all functions of
pixel location (x,y), and can therefore vary heterogeneously
in the z-y plane.

The “true” relationship between the background corrected
image I/Iy and p, is defined as an unknown function f:

I/IO =f (57 Ua) )

The shape of this function can be observed through simula-
tion using the previously described voxel-based Monte Carlo
simulation of light propagation [27], [28]. To measure this
true relationship of I/Iy versus p, for an object embedded
in skin, a small “tube” with a rectangular cross-section was
defined within a 24x24x100 virtual voxel grid, representing
a physical size of 1.2x1.2x0.5 cm?. The embedded tube, with
a width of 1 mm and a varying depth of ¢, was defined in the
uppermost layers of the volume (see Fig. 3).

The surface detector was defined to be a 7x7 grid, with
each pixel of size 0.7 mm?. The absorption coefficient of this
tube was then set to increasing values, spanning p, = 0 cm™!
to 50 cm~!. For each value of y, in the tube, the simulation
produced an image I, from which the average intensity value
was computed over pixels within the tube region of interest.
Multiple simulations were also run for varying depths of the
tube, spanning ¢ = 0.25 mm to 2 mm. The resulting scatter
plots of I/Iy versus p, are visualized as circles in the graphs
of Fig.s 4 and 5. Only plots for tube depths of 0.25 mm and
0.5 mm are shown in the figure.

These simulated data points are compared to the predicted
values produced by (5) in Fig. 4, as well as (8) in Fig. 5. In
each plot, the solid line represents the predicted curve while
the plotted circles represent measurements from the Monte
Carlo simulation.

B. Beer’s Law with Nevoscope Geometry Adjustment

As is evident from Fig.s 4 and 5, there exists a clear
discrepancy between simulated observation and mathematical
approximation. Use of the scattering correction provided by (8)
improves the match compared to (5) alone. Furthermore, (8)
matches better for small depths, but the discrepancy between
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Fig. 5. True I/Ig vs. pg (circles), compared with (8) (solid lines).

the approximated equation and reality increases as the object
extends deeper.

It is not surprising that these discrepancies exist, because the
geometry of illumination using the Nevoscope is not straight
transmission, as Beer’s law is designed for. Rather, the actual
path of Nevoscope light is U-shaped, originating from the
fiber optic ring, passing down through the skin and the lesion,
and finally traveling back up to the surface. That the light
takes this specific shape on average can be proven through
Monte Carlo simulation. Fig. 6 shows the average photon
path between a single source and single detector through
a Monte Carlo simulated tissue volume. Note the U-shaped
profile characteristic of diffuse reflectance with the Nevoscope
geometry. To further visualize Nevoscope light distribution in
the tissue, Fig. 7 shows the number of photons which pass
through each voxel in the volume, after illumination by the
Nevoscope ring. Light intensity is highest near the ring, but
drops off at further distances according to the absorption and
scattering events.

Thus, to compensate for this geometric characteristic a
correction factor R is introduced to (8) such that:

[, p1g) ~ e Hett o tR (10)
Simulation and surface fitting was performed to estimate this
e~ and depth-dependent correction factor R. The effect of
us differences in the wavelength range used was found to not
have a significant effect on pixel intensity (< 2% difference
over the range of depth and u, values), so a fixed value was
assumed within pg. The correction factor which provided an
optimal fit between the observed data and corrected equation
is given by:

R=— (4.5(kqa)" 8003 1+ 6.211,0) (11)
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Fig. 6. Example source-detector average photon path through a tissue volume
with a point light source.

0
Fig. 7. Photon positions within a simulated tissue using 10% photons. The

color scale represents the log of the number of photons passing through each
displayed voxel. Volume dimensions are in cm.

Thus, the final complete corrected equation is given by:

I/I, = exp (— 3110 i + 13.86])
- exp (4.5(ua)0'18€1'031 + 6.2ua€2)

12)

Comparison between the observed simulated data points and
this new corrected equation are visualized in Fig. 8. Naturally,
the equation plot is designed to fit the data well, and this is
the case over a large range of object depths /.

C. Additional Correction for Objects Below the Surface

The aforementioned equations work well for an object
which borders the surface of the simulated skin, but what
about the case where an object is present deep within the tissue
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Fig. 8. True I /Iy vs. pq (circles), compared with (12) (solid lines).
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Difference in detected light for objects at varying depths within the

volume? In this case, the light detected at the surface, /Iy,
will have an additional component of light which does not pass
through the object, but rather scatters through the upper layers
of the volume (see Fig. 9). This component G(d) depends
on the distance d between the object and the surface and
represents the fraction of light which is detected despite the
presence of the object. G(d) was approximated by simulating
deep embedded objects where the absorption of the object was
so high that no light was able to pass through. It was found
that:

I/IO = G(d) + (1 - G(d)) f (67 .ua) (13)

where

G(d) = —9.25d* 4 5.92d — 0.0294 (14)

V. CHROMOPHORE SEPARATION

Given the correction factor which allows for an extended
Beer’s law equation specific to the Nevoscope illumination
geometry, it is desired to utilize (12) for the estimation of
the unknown relative amounts of chromophores in the skin.
In this situation, u, must first be estimated at each pixel
location given /Iy and an estimate of ¢. Hence, a spatially
dependent image map of ji, is found by inverting (9), where
f is approximated by (12) to find:

pa=fH (€ 1/1o)

Solutions to this equation are evaluated for each pixel
within each image obtained in the multispectral imaging set
to find p,(A), the absorption image map at wavelength .
Subsequently, multiple linear regression can be performed
pixel-by-pixel using the linear mixing model of (3) to find
[Mel], [HbO:], and [Hb].

The linear mixing model presented here assumes that
while chromophore concentrations can vary heterogeneously
in the z-y plane, embedded objects are homogenous in the
z dimension. Accurately recovering an irregular mixture of
chromophores with respect to depth is a much more difficult
and ill-posed problem. However, with this reliable function
for relating p,(\), ¢, and the image pixel intensity values in
I/Iy, the function can be used as a priori knowledge for an
inverse reconstruction algorithm to recover a best estimate of
the 3D structure of the imaged skin lesion [28], [29]. Based
on our parallel work in this area, we have found that this prior

5)

TABLE I
MONTE CARLO SIMULATION PARAMETERS

[ [ 680 nm [ 780 nm |

piPO2 [em=1] [ 1.49 3.80
i em~T] 12.90 5.76
fs [cm 1] 11287 | 94.83

g 0.846

knowledge is able to assist the reconstruction procedure for a
faster and more accurate estimation of the melanin and blood
volumes of a skin lesion, towards early detection of malignant
lesions.

VI. RESULTS
A. Monte Carlo Simulation

To test the ability of (12) to assist in the estimation of
chromophore amounts in the skin, a simulation was devised
whereby the same virtual volume and tube setup as described
previously was used. In this case, the depth of the tube was
set to /=1 mm, and the absorption coefficient of the tube was
set such that the tube contained a mixture of HbO, and Hb.
Multispectral imaging simulations were performed at 680 nm
and 780 nm (see Table I for a list of parameters used in
simulation), and the system of equations for the linear mixing
model was solved for the unknown amounts [HbO-] and [Hb],
with lesion [Mel] assumed to be zero. Baseline skin absorption
was set as 0.244 + 85.3 exp(—(\ — 154)/66.2) cm~! [6]. The
unmixing procedure was performed using each of the three
discussed methods of relating detector intensity to absorption
coefficient for comparison. The results are shown in Fig. 10,
relating the estimated [SO-] fraction to the true [SO5] fraction.
In each plot, the solid line represents the ideal case where the
estimated fraction equals the true fraction.

While unmixing using (5) in Fig. 10(a), or (8) in Fig.
10(b) show large errors especially towards situations with low
oxygen saturation, the corrected method using (12) in Fig.
10(c) produces unmixing which is nearly linear, demonstrat-
ing accurate estimation of the unknown [SO-] fraction in a
simulated environment for the entire range of possible [SO2]
values.

Furthermore, using the updated (13) to allow for objects
between 1-2 mm and 2-3 mm below the surface of the
skin, chromophores can still be separated with good accuracy,
although the accuracy degrades for the deeper object due to
increased noise as a result of less light penetration (see Fig.
11). As the dermis, which contains the blood vessels beneath
the skin, only extends down around 3 mm [30], depths beyond
this limit are less practical for Nevoscope imaging.

B. Skin Phantom

While chromophore separation was successful using Monte
Carlo simulation, it was also desired to test the method in
the real world using the actual Nevoscope. To do so, the
Nevoscope was used to image a skin phantom [31] containing
an embedded circular capillary tube of inside diameter 1.15
mm, whose center was situated 0.575 mm below the surface.
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Fig. 11. Chromophore separation for a Monte Carlo simulated deep object.

The capillary tube was filled with varying fractions of artificial
HbO,; and Hb (red and blue food coloring). The optical
absorption coefficients of these artificial substitutes were
measured experimentally using a single integrating sphere.
Based on the measured p,, two wavelengths were selected
for transillumination imaging: 600 nm was chosen for being a
near-isosbestic point, while 875 nm was chosen for providing
the largest p, ratio between the two chromophores. Similarly
for real HbO, and Hb, 600 or 800 nm could be used as an
isosbestic point, while 680 nm could be used as a second
separating wavelength. Equation (12) was used with ¢ = 0.903
mm, representing the average depth of the circular tube.

The plot of the estimated [SO2] fraction versus the true
[SO2] fraction is presented in Fig. 12 with corresponding
numerical values detailed in Table II. The resulting image
estimates of [HbO5] and [Hb] are presented in Fig. 13. It is
clear that the relative oxygen saturation ratio can be reasonably
estimated from multispectral imaging and (12), even for real
world imaging using the actual imaging apparatus and a skin

TABLE 11
SKIN PHANTOM CHROMOPHORE SEPARATION

True [HbO2]  True [Hb] Estimated [HbO2]  Estimated [Hb]
100% 0% 98.68% 1.32%
75% 25% 73.36% 26.64%
50% 50% 46.40% 53.60%
25% 75% 34.85% 65.15%
0% 100% 16.60% 83.40%
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Fig. 12.  Skin phantom chromophore separation graph.

phantom. The accuracy is best for high levels of [SO5], while
the accuracy decreases somewhat as [SOs] is reduced to
zero. However, as [SO5] in human blood is usually around
75%, the better accuracy is seen in the most important range.
The unmixing results prove the applicability of the adjusted
equation outside of simulation.

VII. CONCLUSION

The successful demonstration of chromophore quantifica-
tion shows that it is feasible to find a reasonable estimation of
two chromophores in the skin based on multispectral images
using the Nevoscope. Estimation of the relative concentrations
of oxygenated blood and deoxygenated blood is critical to the
detection of angiogenesis. Furthermore, the extended Beer’s
Law equation could provide a method of generating a pixel-
by-pixel initial guess for an iterative inverse lesion volume
reconstruction algorithm for early detection of skin cancers.
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